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Neural Networks:

As you saw in the lectures and notebook, neural nets are quite effective in classification if
you build a reasonable network, and here you are going to build a neural network model for
a very simple classification task on the data provided here. (Use any library you want but
explain any method you use from them)

Find the simplest neural networks

Use different activations, number of layers, number of neurons at each layer, compare
their performance and find the simplest neural net. There could be couple of networks that
are fairly close in terms of the performance choose anyone you think has the least complexity
and explain your reasoning.

Build new attributes

In this section you will create new attributes and you are going to use them instead to train
the neural network. If we call the first attributes X; and the second attributes X5, we can
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Figure 1: This is how the dataset look like


https://abtinshahidi.github.io/files/train_set.txt
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build new attributes.

X3 = X?
Xy = X2
X5 = X1 X,

Find the simplest Neural network for the following set of inputs: (The data that you feed
into the neural network.

1. {X3,X4}

2. {X3,X5)

3. {X3,X4, X5

4. {X1,X2,X3, X4, X5}

The data provided to you is the training set and I will check your models again
the test set. So remember to evaluate your models and avoid overfitting.



